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Background: Tensor Decomposition 
➽

➽

Tensor decomposition aims to decompose a higher-order tensor to 
a set of low-dimensional factors and has powerful capability to cap-
ture the global correlations of tensors.

CANDECOMP/PARAFAC (CP) decomposition:

➽Tucker decomposition:

➽Tensor train (TT) decomposition:
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➽Tensor ring (TR) decomposition:
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Motivation
➽

Tucker decomposition only characterizes correlations among one m-
ode and all the rest of modes, rather than between any two modes.

➽

CP decomposition faces difficulty in flexibly characterizing different 
correlations among different modes.

➽TT and TR decompositions only establish a connection (operation) 
between adjacent two factors, rather than any two factors.

Fully-Connected Tensor Network Decomposition
➽ The fully-connected tensor network (FCTN) decomposition aims to 

decompose an Nth-order tensor  into a set of low-dimensional Nth-
order factor tensors k (k = 1, 2,· · · , N).

➽TT and TR decompositions keep the invariance only when the ten-
sor modes make a reverse permuting (TT and TR) or a circular sh-
ifting (only TR), rather than any permuting.
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characterizes the correlations between any two modes of tensors.

has transpositional invariance, i.e.,

can bound the rank of all generalized tensor unfolding.

➽ Giving a partial observation  of the underlying tensor , the FCTN 
decomposition-based tensor completion (FCTN-TC) model is

FCTN Decomposition-Based TC Model

Experimental Results
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➽  Synthetic Data Experiments (RSE)

➽  Color Video Data Experiments (PSNR)

➽  Traffic Data Experiments (RSE)

RSE:  relative error MR:  missing ratio

How to break through?


